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Individual Grant Review – EPSRC Grant GR/R60164/01

A new parallel program for Monte Carlo simulation of small molecules, polymers and dendrimers

A) Summary for non-specialists
A new Monte Carlo simulation program has been developed, which is suitable for the simulation of small molecules, liquid crystals, polymers and dendrimers.  The new program incorporates a number of new features that are specifically designed to improve the sampling of conformational space. Together these features mean that the program works more effectively for many systems than competing methods (i.e. traditional Monte Carlo and molecular dynamics methods). An important feature of the new program is that it can be used on a range of computer systems from single processor PCs to multi-processor machines. Traditionally it has been very difficult to carry out molecular Monte Carlo in parallel. This has limited the usefulness of molecular Monte Carlo methods, particularly on high performance computers, where parallelisation is essential. The incorporation of an efficient parallelisation strategy into the program therefore represents a major breakthrough. 

B) Background, Context and Expenditure
This report describes the development of a new parallel molecular Monte Carlo program, as part of a two year EPSRC funded programme of research from November 2002 – November 2004. The grant money funded a postdoctoral researcher, Jaroslav Ilnytskyi to carry out the research and provided 5% of a technical support post to support the computers in Durham.

Jaroslav Ilnytskyi was recruited as a “named postdoc”. He had already considerable experience in Fortran90, UNIX, parallel workstation computers and parallel programming methods, in addition to expertise in statistical mechanics. So right at the start of the grant he was in a good position to make progress from day one, without the need for additional training. 

Jaroslav played an active part within the theoretical chemistry group, describing progress at weekly group meetings and interacting on a daily basis with research students and other PDRAs in the group. He was able to attend several conferences, carry out academic visits and hold discussions with experts elsewhere in the world with experience in MC simulation techniques.
 Durham Chemistry is a 5*(A)-rated research department. Consequently, we were able to support his work with some HEFCE equipment funds (in addition to the funds provided by the grant),
 by providing an excellent working environment with a strong seminar program and by providing courses to aid academic development. Jaroslav was employed throughout the grant and has now returned to his native country, Ukraine, to take up a permanent academic position at the Institute for Condensed Matter Physics in Lviv. 

C) Research Impact and Dissemination
The work on the grant has been very successful. In the original application, we had three key objectives: 

1) To develop an efficient Monte Carlo program that can be used to study small molecule fluids, polymer melts, amphiphilic polymers, dendrimers and liquid crystal systems.

2) To incorporate into the program, state-of-the-art Monte Carlo configurational-bias methods (including rebridging Monte Carlo and self-adapting fixed-end-point configurational-bias (SAFE-CBMC)) and test these methods to find the best approach for different systems.
3) To design into the program, modern parallelisation strategies that allow it to run efficiently on both shared and distributed memory parallel computers.
We think that these objectives have been successfully met. In particular we now have a working Monte Carlo program that can be used for the systems specified originally, and have already “used it in anger” for a number of applications (see section E). We have looked also at a number of state-of-the-art methods for improving Monte Carlo and tested them. The best are incorporated into the program and have been tested on real problems (see below). We have also made the program parallel.
 The parallel version uses the MPI message passing method and can be run on anything from a humble PC to a dedicated parallel machine.

We believe this is an excellent achievement. We know of very few Monte Carlo programs, commercial or otherwise, which are able to tackle as wide a range of molecules as our program can (many are restricted to special cases such as linear united-atom molecules).  We are not aware of any programs that successfully incorporate new configurational bias techniques (as described in section E) into the study of general molecules; and we believe that combining these methods with parallelisation is completely novel. 

The Monte Carlo work itself has been presented in an invited talk (MRW) at the NATO ASI on “Computational Methods for Polymers and Liquid Crystalline Polymers and Complex Systems” in Erice, Sicily (July 2004) and in the proceedings.
 The PDRA also presented the work at a number of conferences through talks and poster presentations, including those listed in footnote 
. 

In addition to the development of the MC program itself, several pieces of research have already been carried out with the new program. These have proved useful test cases for the new program and are interesting studies in themselves, leading to further publications (see below). This work has been presented also in a series of conference presentations.
 In all, eight refereed papers have been published from the work on the grant, with two further ones accepted, one submitted and three in preparation. 

We think the new MC program will find applications in many areas within academia and industry. In my research group we are already using it to study liquid crystals and dendrimers. In addition, it has been used on an industrial project with Merck to calculate helical twisting powers for chiral molecules. (Merck have a particular interest in the chiral work, which will be used to help design new chiral dopant materials for commercial applications, see section E for details.)  The program is available to other researchers through the group web pages.
 

In work planned for the next few years, the new program will be used to aid coarse-graining from atomistic to mesoscale models in a project aimed at developing methods to study hierarchical self-assembly in Materials Chemistry.
 It will form the basis of our work on a Materials Modelling consortium
 involving thirteen academic institutions (27 academics) and ten partner companies. Currently the consortium has applied for a large EPSRC consortium grant, which has been scheduled for an EPSRC panel meeting. In addition, follow-on funding has already been provided in terms of EPSRC grant GR/S43054/01(P)
, which involves an HPCx development project. The program will also be used heavily on a new EPSRC grant GR/S30290/01(P)
, which involves atomistic simulation of liquid crystals. 
D) Key Advances
· Developed a new Monte Carlo program for general molecular systems that (in our opinion) is probably more advanced than anything else currently available. (Configurational bias/force bias methods are incorporated in the program. Temperature based and potential softening based parallel tempering methods are both available. The program can be run on serial or parallel computers.)

· Tested the program on a number of systems, carrying out work on liquid crystal dendrimers, helical twisting powers of chiral molecules, amphiphilic polymers at a model interface and on force field development work.

E) Project review
E1) Development of the program

The program was written in Fortran90, with calls to MPI routines to handle communications. Wherever possible modular construction was used, to make it easy to add new parts to the program when needed and to allow the user to turn various methods on or off. As planned originally, the program was designed to work in internal coordinates represented by a Z-matrix. Basic Monte Carlo moves could then take place by changing internal degrees of freedom, i.e stretching bonds, bending bond angles and rotating about a bond to change dihedrals. It was also easy to freeze various degrees of freedom within this formalism, such as freezing a bond or indeed all-bonds, keeping a phenyl ring rigid etc.

To the basic internal routines, we added configurational bias (CB) moves, so that it was possible to delete part of the molecule and then regrow this, thereby improving sampling for chain segments. As discussed in the original proposal we were able to improve sampling within the CB by compiling histograms to weight the selection of new internal coordinates.

We introduced both NVT and NpT ensembles at an early stage of the project as planned originally. In providing rigorous testing, we felt is was essential to interface the MC program to our existing parallel (domain decomposition) MD program gbmol_dd.
 In doing this, some time was also spent in incorporating NpT algorithms into gbmol_dd, so that results could be directly compared. The NpT MD work was published in reference 
. The finished MD program was used to look at the relationship between the rotational viscosity in a nematic liquid crystal and the form of the intermolecular potential (for the Gay-Berne nematic fluid) in a collaborative piece of work with a Spanish group. 

Rigorous testing of the configurational bias work, suggested that it worked well for some systems, such as chains of medium length. However, we encountered major problems for short chain segments, where it was difficult to delete a section of molecule and regrow joining both ends. In fact for complicated junctions we were unable to solve this problem in a unique way so that the algorithm would work with an arbitrary geometry. To get round this, we introduced three separate steps. Firstly, an initial search algorithm divided an arbitrary molecule up into a series of chain segments. The configurational bias module was then able to delete a randomly selected chain and attempt a regrow. We then introduced a force bias Monte Carlo, calculating forces (as in MD) and using these additional moves in Cartesian coordinates to improve the conformational sampling throughout the molecules. This proved particularly beneficial for those parts of the molecule where it was difficult to achieve movement with configurational bias. Lastly, we introduced the parallel tempering method (as discussed below) as an additional module to again improve sampling.     
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The parallel tempering approach was not envisaged in the original proposal but proved very useful. We implemented this in two ways. Firstly, by making use of temperature-PT, whereby separate simulations at different temperatures are run in parallel and Monte Carlo moves are used to swap coordinates between systems. Then secondly by implementing potential softening. The idea behind the latter is shown schematically in the diagram for a cut and shifted Lennard-Jones potential (potential vs. distance). Separate simulations are carried out in parallel using potentials which are systematically softened in going from the original LJ potential to a soft potential which, when simulated, allows molecules (or parts of a molecule) to pass through each other. As with temperature-PT, Monte Carlo moves are available to swap coordinates between systems. This method is particularly useful in removing blockages in phase space where atoms cannot easily move because of their position in a molecule or because they are part of a dense melt. One drawback of implementation was that the method required careful optimisation. The major problem being that it is necessary to have good overlap of the energy distribution in neighbouring ensembles. Often there is a rapid change (or sharp transition) in this energy distribution on potential softening and this requires careful handling. None-the-less, we have tremendous hope for the long-term uses of this method. 

A current Ph.D. student in the group is using the PT-MC to look at improved conformational sampling in solvents. Here we are looking at chiral dopants and dendrimers in liquid crystal (LC) solvents. The former in relation to calculating helical twisting powers for industrial projects and the latter in looking at dendrimers-filled nematics (a possible future system for display applications). For both systems it is easy to undergo conformational change in the gas-phase with standard MC moves but (obviously) not in the liquid crystal solvent. With potential softening we can soften the solute-solvent interactions, so that the solute is able to undergo conformational change by passing right through the LC-solvent particles. 

The final part of the development process involved parallelisation. Parallelisation was planned for in the original construction of the program. One of our hopes was that the configurational bias approach would work fairly well in parallel. As such, we implemented a multi-chain regrowth scheme, so that when a chain was deleted multiple copies could be regrown on separate processors.
 There were also possibilities for combining this technique with other forms of parallelisation such as multi-molecules moves. However, when detailed timings were taken, none of these methods looked good. The ratio of communication time (coordinates must be synchronised on different nodes) to calculation time is too high. However, the two PT methods proved excellent in terms of parallelisation, as the communications/computation ratio was far lower. The current version of the program concentrates on the latter and the parallelisation is excellent.
 Further details of the program can be found in footnotes 4 and 
.

E2) Changes to original workplan

Pressure of time meant that some parts of the original workplan were not tackled. In particular, we were not able to implement the Gibbs ensemble (GEMC) or to incorporate site-site multipoles into the program. Here, the initial problems we experienced in getting good performance out of the configurational bias approach and the implementation of parallel tempering methods (not in the original workplan) were largely responsible for the lack of time available for these parts of the project. (In addition, immediate uses for the program, caused us to spend a small amount of time on the force field fitting module discussed below.) It was deemed that it was more important to implement PT than GEMC, as it could be used for more systems. However, the GEMC method should still be fairly easy to add to the program in its current form if required. In fact the combined configurational bias/force bias will greatly aid MC moves that involve swapping of molecules within GEMC. In the case of site-site multipoles, we still have plans to implement them in the next version of the program in the context of a force field development project.

One of the additional things we were able to do (not discussed in the original workplan) was to incorporate a force field fitting procedure into the MC program. We had particular need for this within my research group, as we wanted to be able to take conformational energies from ab initio quantum mechanical data and fit them to a force field so that the force field could be used in applications with the MC program itself. Moreover, we wanted to fit in such a way, so that, (for example) a dihedral angle distribution could be fitted by a Fourier series, whilst still taking account of the effects of all other terms in the force field that contribute to that energies of the conformations in the dihedral distribution.
 This was best done by incorporating energy minimisation routines into the MC program itself and using the force field terms in the energy evaluation.

We had originally planned to integrate the program within the commercial package cerius using the software developer’s kit (SDK) provided by the company Accelrys. This part of the original workplan was downgraded in importance because new products have now superseded this commercial software.
 In addition, development of graphical routines is quite time-consuming and it was preferred to spend time on the Monte Carlo code itself. However, we did want to make the program as easy to use as possible (in fact this was discussed as an important consideration in the original proposal). To this end, we were able to link the program to other existing GUIs for building molecular structures. For example, the CAChe program for windows can be used to build structures and to carry out initial molecular mechanics calculations on a molecule. Output files from CAChe can then be fed into a simple interface program that builds the MC input files and starts the MC run using the same force field. Alternatively, a separate program has been developed as part of this project,  ffg, which can be used to build the MC input data based only on a knowledge of molecular coordinates, atom names and connectivity.
  Through ffg the new MC program can be interfaced easily to any commercial modelling package.

E3) Use and testing of program

The (-version of the program was tested on a number of systems. In this work, the PDRA was able to carry out work in collaboration with a number of my research students.
 The testing was of course vital for debugging the program but also led to a number of publishable pieces of work, as described very briefly below.

i) Liquid crystal dendrimers
,

This work was the first published simulation study of a liquid crystalline dendrimers. The simulation work involved a combination of MD and MC. All the initial atomistic simulation work was carried out with the new MC program. Here the new MC proved invaluable right from the start, as it is almost impossible to build sensible conformations for LC-dendrimers with complex topology without some overlaps of groups, making it nigh on impossible to carry out MD work without MC first. 

ii) Calculation of helical twisting powers
,
,
,

The helical twisting power determines the extent to which a chiral molecule is able to impart a macroscopic helical twist on a nematic liquid crystalline host. It is rather important from an industrial perspective as chiral dopant molecules have uses in a number of applications, including acting as chiral additives for displays and being added to nematic polymers prior to cross-linking. The latter facilitates the formation of thin chiral polymer sheets that can be used as correction filters to improve the viewing angles of LC displays. In the four papers cited, we have been able to predict HTP values using the new Monte Carlo program to carry out the simulation work. This work would not have been possible without the new program.

iii) Simulation of amphiphilic polymers at a hydrophobic/hydrophilic interface
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One of the advantages of MC over MD is that it is rather easy to add external potentials to a simulation. Here we were able to look at a polymer composed of a polynorbornene backbone with poly(ethylene oxide) grafts (see figure) at a model interface and look at the influence of confinement of the grafts at the interface. From the density profiles we were able to calculate neutron reflectivity curves for comparison with experiment. This approach provides a way of understanding neutron reflectivity data, which goes beyond the simple layer composition models (that are normally fitted to the raw NR data) i.e. by providing a molecular picture. Again, this study could not have been carried out without the new program.

iv) Development of force fields
,

The force field fitting module has already proved very useful in a number of areas. Firstly, in fitting ab initio conformational data for poly(ethylene oxide)30 and secondly for developing a new force field for liquid crystal molecules.29 In addition to fitting the data, we were able also to use the MC program to test the force field on a whole series of small molecules and predict heats of vapourization for comparison with experiment. This played an important part in the validation tests for the force field.

� Here we mention discussions with the Bath group (N. Wilding), C.Zannoni (Bologna) and a number of German researchers (particularly C.von Ferber, University of Freiburg, C.N.Likos, Institut fur Theoretische Physik, Universitat Dusseldorf).


� Here, we refer to funds to build a high-performance PC cluster and HEFCE equipment funds for the purchase of a parallel 24-processor (40 Gbt RAM) parallel-shared memory SUN machine; which were used to test the program and to carry out simulation runs.


�  Serial or parallel versions are both available.


� Parallel computer simulation techniques for the study of macromolecules.  Wilson M. R., Ilnytskyi J. M. 2004 (Accepted for publication).


� "A parallel molecular dynamics program for the simulation of liquid crystalline molecules with complex topologies", talk given at the International School of Liquid Crystals, 9th workshop: Computational Models for Liquid Crystals and Complex Systems, CECAM Workshop, Erice, 13-18 July 2002.


"A parallel molecular dynamics program for the simulation of polymers, dendrimers and other complex molecular topologies", talk given at the CCP5 Conference 2002: Advances in simulations of molecules and materials, University of Durham, Sept 9th-12th 2002.


"Computer simulations of molecular liquid crystals with complex topologies", poster at the 28th Conference of the Middle European Cooperation in Statistical Physics, 20 - 22 March 2003, Saarbrücken, Germany.


"Computer simulations of dendritic molecules with the aid of configurational biased Monte Carlo", talk given at the International School of Liquid Crystals, 10th workshop, Computational Methods for Polymers and Liquid Crystalline Polymers and Complex Systems, NATO Advanced Research Workshop, Erice, Sicily, Italy, 16-22 July 2003.


“Computer Simulation Study of Liquid Crystalline Dendrimers by Various Simulation Techniques”, talk given at "Simulation of Materials, Techniques and Applications", University of Cardiff, UK, Annual CCP5 Meeting, 9-11th September 2003.


“Computer simulations of liquid crystalline materials: phases and phase transitions", seminar given in the Dept. of Physics, University of Bath, 4 November 2003.


� These include poster and oral presentations by MRW and research students in the group at both national and international conferences. In general the work has been very well received and has helped establish the strong international profile of the group. Of particular note was the presentation by research student David Earl of his work on helical twisting powers with the new MC program, which was awarded the best talk prize at the Merck CASE conference in 2003. 


� friedel.dur.ac.uk/~dch0mrw/webpages


� A current Ph.D. student is engaged on this already and a current 5-year grant application is currently under consideration by EPSRC. The latter will seek to provide well-found coarse-graining routes from the atomistic to the meso-level.


� http://www.maths.strath.ac.uk/consortium/


� HPC development project: parallel programs for the simulation of complex fluids.


� Atomistic simulations of liquid crystals and the design of new crystalline materials for the 21st century 


� This meant that we were able to run the same systems with the same force fields in both MD and MC in order to test single point energies and convergence of ensemble averages. It also allowed us to be able to compare the efficiency of MC and MD work directly as a function of simulation time. As a bi-product this interfacing also means that it is relatively easy to alternate between periods of MC and MD for some systems. 


� Ilnytskyi J. M., Wilson M. R.. A domain decomposition molecular dynamics program for the simulation of flexible molecules of spherically-symmetrical and nonspherical sites. II. Extension to NVT and NPT ensembles. Comput. Phys. Comm., 2002, 148, 43-58.


� Cuetos A., Ilnytskyi J. M., Wilson M. R.. Rotational viscosities of Gay-Berne mesogens. Molec. Phys., 2002, 100, 3839-3845.


� In fact it turns out that multiple chain regrowth is the best strategy for good conformational sampling, even with scalar code.


� The parallel version has been tested on a multi-processor shared memory SUN system, on a DEC/Compaq workstation cluster and a cluster of dual-processor PCs.


� Ilnytskyi J. M. and Wilson M. R. Combination of configurational bias and parallel tempering Monte Carlo approaches for the simulation of complex topologies. (In preparation.)


� i.e. a typical example would involve minimising the energy of a series of conformations with different values of a dihedral, while keeping the dihedral itself constrained to the set values. Fresh minimised energy conformations would be required in each stage of the fit as the terms in the Fourier series are varied by the fitting procedure.


� A second important consideration here is that Cerius/SDK is a product that runs on SGI workstations. In academic circles, SGI workstations have largely been replaced by Linux PCs that provide better price/performance. 


� This is supplied in the form of a “pdb” file, a commonly used chemical format. Alternatively, any other common chemical format may be used with the well-known babel program providing the interface to the pdb format. 


� David J. Earl, Philip M. Anderson, Lorna M. Stimson and David Cheung.  


� Computer simulations of liquid crystal polymers and dendrimers.  Wilson M. R., Ilnytskyi J. M., Stimson L. M., Hughes Z. E. 2004. (Accepted for publication).


� Wilson M. R., Ilnytskyi J. M., Stimson L. M., Computer simulations of a liquid crystalline dendrimer in liquid crystalline solvents. J. Chem. Phys., 2003, 119, 3509-3515.


� Earl D. J., M., Wilson M. R. Predictions of molecular chirality and helical twisting powers: A theoretical study  J. Chem. Phys., 2003, 119, 10280-10288.


� Neal M. P. , Solymosi M., Wilson M. R., Earl D. J. Helical twisting power and scaled chiral indices.  J. Chem. Phys., 2003, 119, 3567-3573.


� Solymosi M., Low R. J., Grayson M., Neal M. P., Wilson M. R., Earl D. J. Scaled chiral indices for ferroelectric liquid crystals. Ferroelectrics, 2002, 277, 483-490.


� Earl D. J. and Wilson M. R. Calculations of molecular chirality from intermolecular torques. Submitted to J. Chem. Phys. (Jan 2004).


� Wilson M. R., Miller A. F., Cook M. J., Richards R. W.. Monte Carlo simulations of an amphiphilic polymer at a hydrophobic/hydrophilic interface. Molec. Phys., 2003, 101, 1131-1138.


� Cheung D. L., Clark S. J., Wilson M. R. Parametrization and validation of a force field for liquid-crystal forming molecules. Phys. Rev. E, 2002, 65, art. no. 051709, 1-10. 


� Anderson P. A., Wilson M. R., work in preparation.





