Individual Grant Review – EPSRC Grant GR/S43054/01

HPC development project: 

parallel programs for the simulation of complex fluids

A) Summary for non-specialists

This was a one year development project to port programs to the HPC(X) supercomputer, develop a new molecular dynamics program capable of using all the processors on the HPC(X) computer; and carry out a simulation study for a test system comprised of liquid crystalline dendrimer molecules.

These objectives were met during the project (see section E for full details).  In particular, the new program gbmoldd_v2.0, which was developed during the project, has two efficient layers of parallelisation that marks the program out from others currently available elsewhere in the world. This means that even relatively small systems can be run efficiently on machines such as the HPC(X) using 1000+ processors. A major break through.

A challenging test system, consisting of a coarse-grained model for a liquid crystalline dendrimer was simulated during the project. We were able to observe a phase transition to a liquid crystal in this system, in which the molecule undergoes a major rearrangement in internal structure. The first time that simulations of such a system have been carried out. 
B) Background, Context and Expenditure
This report describes a one-year development program for the HPCx supercomputer funded by EPSRC between November 2004 and November 2005. The grant money funded a postdoctoral researcher, Henk Slim, to carry out the research, provided 5% of a technical support post to maintain computers in Durham; and 76261 Au of HPCx allocation (approximately 30000 hrs of computer time) to develop new software and carry out a test project.

Dr. Henk Slim was recruited as the “postdoc” for the grant. Henk is an experienced University researcher in computational physics, who had spent the last few years working as a software engineer in industry. He already had considerable experience in Fortran, C, UNIX and parallel processing and was therefore the ideal recruit for this particular post, which required some extremely demanding parallel programming right from day one.

Henk played an active part within the theoretical chemistry group. He was able to interact with students and other postdocs in the group on a daily basis and present work at regular group meetings. In addition, the grant was able to supply additional training for Henk, to develop further his skills in parallel programming and in making optimum use of the HPCx facility.
 Durham Chemistry is a 5*(A)-rated research department. Consequently, we were able to support his work with HEFCE equipment funds (in addition to the funds provided by the grant),
 by providing an excellent working environment with a strong seminar program and by providing courses to aid academic development. Sadly, EPSRC follow-on funding for him has not yet been awarded (see below). However, he is employed as a PDRA on a computational project elsewhere in the University and has been able to actively participate in the porting of his new program to the new University of Durham SRIF II 270 processor system Hamilton, which was opened in January 2005. The training provided on the project in the use of MPI and the experience in parallel programming gained are extremely valuable.

All our HPCx allocation was used during the project. The project required also some additional CPU time, which we were able to provide in Durham.2
C) Research Impact and Dissemination
The work on the grant has been very successful. In the original application, we had four key objectives: 

1. To port a parallel domain decomposition molecular dynamics program to HPCx and optimise it for use on that machine.

2. To combine parallel tempering and domain decomposition methods to produce a powerful molecular dynamics program that can be used efficiently on a large number of processors (all 1280 of the HPCx machine) to simulate complex systems: liquid crystals, polymers, dendrimers, polyphilic and amphiphilic materials.

3. To carry out state-or-the-art simulation work to study the phase behaviour of a liquid crystalline dendrimer system.

4. To port a parallel Monte Carlo program to the HPCx machine and develop the code further to make use of the large number of processors. 

We think that the first three objectives have been met successfully (section E1-3). A slightly modified objective 4 has also been met successfully (section E4).  We now have a new parallel molecular dynamics program, gbmoldd_v2.0, which combines two layers of parallelisation (section E2), and is arguably better than anything else in the world for the simulation of coarse-grained models of chemical systems.

The possibilities opened up by the new molecular dynamics program are exciting. They provide a way of simulating efficiently a wide-range of systems at a coarse-grained level making use of a 1000+ processors on the HPCx (or future high performance machines), even for relatively small systems. With MD it has been possible in the past to massively increase the size of a system
 to help it scale to a 1000+-processor system. However, the key difference here is that gbmoldd_v2.0 can be used to study smaller systems sizes efficiently on 1000+ processors, meaning that it can access timescales, which cannot be studied otherwise. Time taken to move through phase space provides a barrier to the simulation of many phenomena; consequently this breakthrough is of real importance and is likely to have a big impact internationally.
 The future uses of this program, in the Durham group and elsewhere, will demonstrate the power of this technique.

The research work has been presented at a number of conferences. To gain maximum dissemination, work was presented at meetings in both computational physics/chemistry and liquid crystals including: the British Liquid Crystal Society Conference (Manchester 2004), the 20th International Liquid Crystal Conference (Ljubljana 2004), the ESF SIMU conference, Bridging the scales (Genoa 2004), the European Conference on Computational Physics (Genoa 2004) and the Rank Prize Symposium Chirality and Nonlinearity in Liquid Crystals (Grasmere 2004 – invited talk). In addition, as a result of the Genoa presentations, MRW is an invited speaker for the up-coming event Mainz Materials Simulation Days 2005 (Mainz 2005).
 Initial work was also presented at an invited talk Computer simulation of liquid crystals at the Complutense (Madrid, 2004). Currently, three papers are under preparation describing the different aspects of this research (see below for details of the science in these papers).
,
,

gbmoldd_2.0 is available from the group web site
 and is being used by a number of groups
 and will shortly be used in Korea also. It will form the mainstay of the coarse-grained simulation work for the Durham group, being used on a number of current projects and forming the basis of a number of current and future applications for further collaborative research (see below for details). As the original list of beneficiaries indicate there are potential applications for gbmoldd_v2.0 in the fields of liquid crystals, polymers, polyphilic molecules, amphiphilic molecules and liquid mixtures, and we putting together a set of examples of the use of the program in different applications, to further promote its use.

Follow on funding and projects using gbmoldd_v2.0

It was intended originally that HPCx development projects, such as this one, would lead forward to a consortium bid for HPCx time. Accordingly, a bid was prepared as part of a Materials Modelling consortium
 involving thirteen academic institutions (27 academics) and ten partner companies. Despite fantastic referee’s reports this bid was not funded by the prioritisation panel: it finished 4th with 3 funded. A resubmission of an improved bid, was rejected without been sent to referees!
 The Durham group is hoping now to obtain funding for very similar world-leading science through a joint European/NSF project MICHAEL,
 which involves a consortium of 8 institutions across Europe and the US. This would allow the group, together with international collaborators, to use the gbmoldd_v2.0 program to its full capabilities. 

The University of Durham is also preparing an invited bid to EPSRC for a Photonics Institute in Durham (submission date - Feb. 2005). A vital component of this bid involves multi-scale modelling, including extensive work with gbmoldd_v2.0. The institute has received pump priming funding from ONE
 and from the University. The latter is through the SRIF II initiative. This includes the purchase of a new 270-processor supercomputer and a commitment to a further £300k of SRIF II funding to extend the capabilities of this machine over the next 18 months.
 Two Ph.D. students will be using the gbmoldd_v2.0 program to carry out projects involving a) hierarchical self-assembly and b) coarse-grained simulations of surface-active polymeric amphiphiles. The latter is part of a collaborative project in the Polymer IRC and has recently been awarded neutron beam time for July 2005. 

We have also a joint theory/experimental bid to EPSRC with Dr. Andrew Masters (Manchester), which is under consideration currently. In this proposal, we seek to carry out work on the cubatic phase (a completely new phase of matter). The proposed work would be impossible without gbmoldd_v2.0. Finally, as a follow up to this current proposal, the Durham group is preparing an EPSRC bid to develop coarse-graining techniques in Materials Chemistry, with a particular emphasis on hierarchical self-assembly. A vital part of this bid will involve using and further extending the functionality of gbmoldd_v2.0.

D) Key Advances

· The molecular dynamics program gbmoldd_v2.0, developed on this project to simulate coarse-grained models, is the most advanced program of its type in the world.

· Simulation studies of a liquid crystalline dendrimer are the first ever simulations of this type of system.   

Baring in mind that these advances were made during a one-year development project, we feel that the potential benefits to future research are excellent, as is the cost effectiveness of the research.
E) Project review
E1) Porting of a parallel molecular dynamics program to the HPCx

The original gbmoldd program was developed in Durham on two previous EPSRC funded projects and traces its history to an early minimum functionality PVM program that ran on the Cray T3D to simulate Gay-Berne particles. However, we had major problems in porting gbmoldd to the HPCx. Initially, an MPI version of the program ran OK up to and including 32 nodes but hung for larger number of nodes. In understanding the problems, the PDRA was helped greatly by the HPCx support team. The main setbacks arose from a problem in “blocking parallel sends”. On the HPCx these do not block when a send buffer overflows! This is a fundamental problem, which arises from the manufacturers implementation of MPI.
 However, to solve it required a complete rewrite of the communication routines of gbmoldd, changing to asynchronous communications, which did not depend on machine specific buffers. This was done by the PDRA and the parallel program could then run on many more processors.

Sadly, we then ran into a latency problem. The latency on the HPCx is really rather high and this substantially limits parallel efficiency. Above 64 processors, we were starting to see classic parallel slowdown for many systems. Both the PDRA and PI spent considerable amounts of time looking at this, in particular looking at the time spent on different areas of the code. Eventually, this led to a redesign of one part of the communications routine. This had not been a problem for the machines we had run on in the past but became important beyond 32 processors. The new code dramatically improved performance on the HPCx and we were extremely happy with the final performance figures.

E2) A new approach to parallelisation

This part of the project was carried out at the same time as E1 and represents the main scientific advance. The key idea is shown in the diagram (below). We add a second layer of parallelisation to gbmoldd to implement extended ensemble methods. In the past it has always been possible to make molecular dynamics appear efficient on parallel systems by increasing the system size up to the memory limit of the machine.
 This is fine but not usual what the scientist needs. For a great many systems the fundamental problem is not “how big can I make the system?” but “how fast can I make my system run?” i.e. for many simulations, the essential requirement is to use parallelisation to make a system run faster, so that simulation can 

a) be used as a real time design tool or 

b) be used to access timescales/phenomena that we could not see previously. 

So we needed to make standard system sizes (which may normally be limited to (say) 32 processors), run on 1024 processor machine!
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As the diagram (right) shows, the new program gbmoldd_v2.0, has two layers of parallelisation. In one layer, we have efficient domain decomposition (the most efficient parallel way of doing molecular dynamics) and in the second we implement extended ensemble methods. In essence we run separate ensembles in parallel, with Monte Carlo moves that swap configurations. This extended ensemble technique, guarantees that averaging still occurs over configurations such that they occur with the correct Bolzmann weight; but avoids getting stuck in areas of phase space. As a result, equilibration (and phase space sampling in general) can dramatically speed up. This is difficult to implement with domain decomposition, as each processor must be prepared to carry out normal coordinate transfers between regions of a single domain (as normally occurs in domain decomposition) and must additionally be able to swap ensembles with a different set of processors. None-the-less the PDRA was able to implements an efficient scheme within MPI, where processors are grouped together; and the additional communication overheads are minimal. 

We are extremely pleased with the method! The PDRA, with additional support from the PI, a DTA research student (Zak Hughes) and a temporary researcher (Phil Anderson) was able to try out different extended ensemble methods. Accordingly, the program is now capable of using 3 techniques:

· parallel tempering methods – where temperature is different in each ensemble and where increasing temperature facilitates barrier jumps. 

· potential softening by application of a matching polynomial to the nonbonded interactions at short distances – here we are able to soften Lennard-Jones type potentials to allow atoms/molecules to slip past each other more easily and molecules to rearrange their molecular structure more easily.

· a Tsallis potential approach
 – here  we can speed up conformational changes in chains of atoms and improve the simulation of polymers, dendrimers etc.
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In a typical run for a small cubic system, one might reasonably expect to be able to use 4x4x2 domain decompositions and use 32 replica systems (i.e. easily reaching 1024 processors).
 In fact for most small systems, our work suggests the optimum approach should involve a 4x4x4 domain decomposition with 64 replicas (i.e. 4096 processors in this case) allowing systems to evolve through phase space, when otherwise progress may be desperately slow on a single processor.  Obviously, we do not have currently a computer system to run such large jobs on. None-the-less, on the HPCx we have been able to successfully test up to the limits of the machine
 and the scaling of the program suggests that there should be no problems at all on a future 4096-processor machine!

The figures above show potential softening of a 

Lennard-Jones potential by application of a 

Tsallis potential. Top: effect on the potential. 
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Bottom: change in the density of states as 

calculated in a trial simulation.

Left: Effect of a Tsallis potential on a typical torsional potential.

Barriers are reduced.  
E3) Simulation of a test system

Part of the project involved also the study of a challenging test system. We were fortunate in being able to include a research student, Zak Hughes in this part of the project work,
 releasing more of the PDRAs time for the challenging code development. 
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	Single molecule of the model system: comprised of a combination of spherical and spherocylindrical potentials.


This test system comprised a molecular dynamics investigation of a coarse-grained model for a liquid crystalline dendrimer (right). In this model, the chemical structure of a surface functionalised carbosilane liquid crystalline dendrimer was represented in terms of a combination of simplified potentials. This coarse-grained approach allows complicated molecular structures, which are too large to be simulated in the bulk by normal simulation techniques, to be studied. The model dendrimers contain polymer chains that are able to rearrange their structure and thereby change the alignment of liquid crystalline groups at the end of the chains. Consequently, there is a strong coupling between the internal molecular structure and the phase behaviour of the bulk phase formed by the dendrimer molecules. 

In the results of this study, we are able to observe a phase transition to a liquid crystal. (The first time this has been seen by simulation for such a system.) At the transition, the polymer chains of the dendrimer rearrange themselves so that the mesogenic groups are able to form lamellar smectic layers, which form a “sandwich” containing the rest of the dendrimer structure. 
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Such structures are fascinating ones in the area of Materials Chemistry, because they are part of a new class of self-organising molecular materials, which can be designed to produce structures that are ordered on the nanoscale. There are of course, potential applications of such materials, in the areas of photonics and in biomimicry. The latter aimed at producing materials for future nanotech applications. The ability to have a new and effective tool for the simulation of such materials on today’s most powerful machines is highly desirable. 

E4) Monte Carlo simulations
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We initially had plans to develop further an existing parallel Monte Carlo (MC) program on the HPC(X). However, initial tests on this program indicated that it could not reasonably be used beyond 64 processors – not enough for efficient use of a machine like the HPC(X) with latency limitations. We therefore concentrated on the molecular dynamics program for the HPC(X). However, we were able to use some of the parallel technology developed in the MD (section E2) to turn the Monte Carlo code into a very effective program for machines with moderate numbers of processors. In particular, we have been able to implement the parallel tempering and Tsallis potential methods (E2). The new MC code has been employed already on up 64 processors on a shared memory system and a parallel workstation cluster. (The diagram (right) shows the typical movement of coordinate sets through a set of ensembles: 4 are shown).









� Here we mention the following HPC courses: Exploiting the Computational Grid (13 - 15 April 2004), Message Passing Programming Days (28 - 29 April 2004).


� Here, we refer to funds to build a high-performance PC cluster and HEFCE/JREI equipment funds for the purchase of a parallel 24-processor (40 Gbt RAM) parallel-shared memory SUN machine; which were used to test the program with (in addition to the HPCx testing).


�  Up to the memory limit of the machine.


� We already have evidence of this from the good reception of this work at the two Genoa meetings (mentioned above) and the further invitation to speak about it (footnote 6). 


� � HYPERLINK "http://www.cond-mat.physik.uni-mainz.de/MMSD-2005" ��http://www.cond-mat.physik.uni-mainz.de/MMSD-2005�


  � HYPERLINK "http://www.cond-mat.physik.uni-mainz.de/inv-speak.html" ��http://www.cond-mat.physik.uni-mainz.de/inv-speak.html�


� Slim H., Wilson M. R. A new molecular dynamics program for the simulation of coarse-grained models, combining domain decomposition and extended ensemble methods.


� Slim H., Hughes Z. E. and Wilson M. R. Extended ensemble Monte Carlo techniques for the simulation of materials.


� Slim H, Hughes Z. E., Stimson L. M. and Wilson M. R. A coarse-grained simulation study of a liquid crystal dendrimer.


� The code is free subject to a standard licence agreement.


� In the UK, Germany, Holland and the Ukraine.


� A summary of the unfunded science can be found at http://www.maths.strath.ac.uk/consortium/


� We have no feedback whatsoever from EPSRC as to why a proposal, with world-leading science, which has had 5 exceptionally good referee’s comments in the first round of funding for Materials Modelling Consortia, can be rejected out of hand without being sent to referees in the second round of funding.


� MICHAEL stands for: Multi-scale Integrated Computational Hierarchical Approach for the Evaluation of Liquid crystal properties. It has a planned budget of 1,386,000 Euros. Steering Committee: Zannoni (Bologna), Wilson (Durham), Zumer (Ljubljana), Longa (Kraków), Glaser (Boulder),  Pelcovits (Brown), Lavrentovich (Kent State),  de Pablo (Wisconsin - Madison).


� The regional Development Agency for the North East.


� gbmoldd_v2.0 was ported to the new machine in January 2005. In the absence of HPCx consortium time this machine will provide vital support for the work of the Durham group. 


� Here, the PDRA was helped greatly by a HPCx MPI course. The actual problem is not unique to the HPCx.  


� The basic MD program itself is very useful for large systems. It can be run on the whole of the HPCx when the system under study is large enough i.e. where the system is large enough to have lots of domains. Here, in addition to the savings the use of distributed memory is extremely useful. Shared memory machines would not be able to meet memory demands.


� This works because the computational costs should increase more than communication costs for standard domain decomposition or replicated data parallelisation strategies.


� We initially had incredibly high hopes for this technique. Imagine being able to soften a Lennard-Jones potential all the way through to a DPD-like potential. In the latter there would be no virtually barrier to moving through phase space at all i.e. we could totally revolutionise molecular dynamics! We tested, for example, bridging a phase transition from a liquid to a liquid crystal in a spherocylinder system. Unfortunately, this turns out to be an extremely difficult thing to do. There is a very sharp transition in the density of states, which causes real difficulties. However, in the process we have a found some interesting DPD-like potentials which form liquid crystals and which are going to very useful in some of our future work in the area of helical twisting powers of LC chiral dopants.


� The inspiration for this approach came from a PRL published during the project and we have real hope for this technique. For example, for a torsional potential, application of a Tsallis potential will allow the replica ensembles to be generated whereby the position of the minima in the potential remain the same but both barriers and energy gaps between minima are reduced.


� See section E4 for an example showing the path of a coordinate system through a series of ensembles. 


� We have been able to test both the number of replicas and the domain decomposition separately, which allows us to work out scaling behaviour.


� In particular, Zak was able to spent time on the coarse-graining, which is difficult and time consuming and which would otherwise have slowed down progress on other parts of the project.





Page 6 of 6

