Summary of project outcomes (for non-specialist audience
This was a one year development project to port programs to the HPC(X) supercomputer, develop a new molecular dynamics program capable of using all the processors on the HPC(X) computer; and carry out a simulation study for a test system comprised of liquid crystalline dendrimer molecules.

These objectives were met during the project. Specifically, we were initially able to port a molecular dynamics program to the HPC(X). The parallel communications of the program were completely rewritten in the porting process to allow the program to work efficiently on the HPC(X) machine – dramatically improving the program. In the main part of the project, a second layer of parallelisation was added to the program. It is the second layer of parallelisation that marks the program out from any other currently available elsewhere in the world. This means that even relatively small systems can be run efficiently on a machine such as the HPC(X) using 1000+ processors.

We initially had plans to further develop an existing parallel Monte Carlo (MC) program on the HPC(X). However, initial tests on this program indicated that it could not reasonably be used beyond 64 processors – not enough for efficient use of a machine like the HPC(X). We therefore concentrated on the molecular dynamics program for the HPC(X). However, we were able to use some of the parallel technology developed in the MD work to turn the Monte Carlo code into a very effective program for machines with moderate numbers of processors. It has been employed already on up 64 processors on a shared memory system and a parallel workstation cluster.

Part of the project involved also the study of a challenging test system with the new MD code – gbmolddv2.0. This comprised a molecular dynamics investigation of a coarse-grained model for a liquid crystalline dendrimer. In this model, the chemical structure of a surface functionalised carbosilane liquid crystalline dendrimer was represented in terms of a combination of simplified potentials. This coarse-grained approach allows complicated molecular structures, which are too large to be simulated in the bulk by normal simulation techniques, to be studied. The model dendrimers contain polymer chains, which are able to rearrange their structure and thereby change the alignment of liquid crystalline groups at the end of the chains. Consequently, there is a strong coupling between the internal molecular structure and the phase behaviour of the bulk phase formed by the dendrimer molecules. In the results of this study, we are able to observe a phase transition to a liquid crystal. (The first time this has been seen by simulation for such a system.) At the transition, the polymer chains of the dendrimer rearrange themselves so that the mesogenic groups are able to form lamellar smectic layers, which form a “sandwich” containing the rest of the dendrimer structure. Such structures are fascinating ones in the area of Materials Chemistry, because they are part of a new class of self-organising molecular materials, which can be designed to produce structures that are ordered on the nanoscale. There are of course, potential applications of such materials, in the areas of photonics and in biomimicry. The latter aimed at producing materials for future nanotech applications. The ability to have a new and effective tool for the simulation of such materials on today’s most powerful machines is highly desirable. 

The possibilities opened up by the new molecular dynamics program are exciting. They provide a way of simulating efficiently a wide-range of systems at a coarse-grained level making use of a 1000+ processors on the HPC(X) (or future high performance machines), even for relatively small systems. With MD it has been possible in the past to massively increase the size of a system to help it scale to a 1000+-processor system. However, the ability in this work to study smaller systems sizes efficiently on 1000+ processors, means accessing timescales, which cannot be studied otherwise. The future uses of this program, in the Durham group and elsewhere, will demonstrate the power of this technique.

